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Input: MR images
Output 1: Tumor segmentation
Output 2: Hallmarks
Output 3: Diagnosis - Prediction
Output 4: Decision on treatment
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Image processing pipeline
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Image harmonization
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Normalization techniques:
1. Rescaling, standardization
2. Intensity harmonization techniques
3. Combat and its derivatives
4. Normalization using deep learning

R
e

al
 

(G
E)

R
e

al
 

(G
E)

R
e

al
 

(G
E)

R
e

al
 

(S
ie

m
e

n
s)

Sy
n

th
e

ti
c

(G
E)



ACIM
HUP La Fe

Visualization results of Cycle-GAN for MRI image harmonization 

AUC Accuracy

Without 

harmonisation
0.621 0.723

Harmonised 0.671 0.857

Performance of computational

modules before and after

harmonisation
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Generative adversarial 
networks (GAN)

The images were harmonised by the CycleGAN-based module to 

achieve a better resolution and low noises

A simple ResNet50 classifier is trained on the TCGA 

brain tumor data set to classify whether the case belongs 

to LGG or GBM:

Then, a harmonization module is trained to harmonize 

the 1.5T cases to the 3T cases. 

The effectiveness is assessed by comparing the 

performance of the classifier on with/without harmonized 

test datasets. 

Subtypes 1.5T (N) 3T (N)

LGG 51 48

GBM 256 138

Effect of image harmonization on computational models 
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Automatic vs manual 
segmentation variability
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MR images segmentation variability of neuroblastic tumors is observed to be compatible 
between radiologists and the state-of-the-art deep learning architecture nnU-Net. 

DSC AUC ROC

Median 0.965 0.981

IQR 0.018 0.010

Mean 0.931 0.964

SD 0.137 0.082

DSC AUC ROC

Median 0.969 0.998

IQR 0.032 0.004

Mean 0.934 0.983

SD 0.146 0.075

Inter-observer manual segmentation 
variability (n=46)

Automatic segmentation variability
(n=106)
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1-FPR 1-FNR

Median 0.968 0.963

IQR 0.015 0.021

Mean 0.943 0.929

SD 0.132 0.164

1-FPR 1-FNR

Median 0.939 0.998

IQR 0.063 0.008

Mean 0.895 0.968

SD 0.154 0.149

Inter-observer manual segmentation variability
(n=46)

Automatic segmentation variability
(n=106)

The automatic segmentation model achieves a better performance regarding the FPR: 
great advantage for the posterior extraction of quantitative imaging features.
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Radiomics

Radiomic features extraction (from T2-w image)

Gray-level discretization
Fixed bin width to maintain a direct 

relationship with the original intensity 
scale

Intensity
• Minimum
• Maximum
• Mean
• Variance
• Kurtosis
• Median

Shape
• Volume
• Elongation
• Sphericity
• Surface area
• Surface-Volume Ratio
• Flatness

• SD
• RMS
• Skewness
• Energy
• Entropy
• Uniformity

Gray Level Cooccurence Matrix (GLCM)
• Joint energy
• Contrast
• Joint entropy
• Homogeneity
• Correlation

Gray Level Run Length Matrix (GLRLM)
• Small area emphasis
• Large area emphasis
• Gray level non-uniformity
• Size zone non-uniformity
• Zone percentage

Gray Level Size Zone Matrix (GLSZM)
• Short run emphasis
• Long run emphasis
• Gray level non-uniformity
• Run length non-uniformity
• Run percentage

• Autocorrelation
• Sum average
• Sum variance
• Maximum probability

• Inverse variance
• Difference entropy
• Cluster Prominence

• Gray level variance
• Zone variance
• Zone entropy
• Low / High gray level zone 

emphasis

• Run entropy
• Run variance
• Low gray level run emphasis
• High gray level run emphasis
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Deep Features
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Feature extraction and “end-to-end” Neural Networks
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Automation of the 
virtual biopsy process

• AI data generation: quantitative data related to relevant clinical outcomes.

• Segmentation, quantification and automatic and simultaneous prediction of final clinical endpoints with end-to-end 
AI methods.

• Integration of -omics data into the automated flow for decision making
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Dimensionality 
reduction

Deep Features

Integration of 
radiomics 

signatures with 
genomic 

expression

Prediction of 
clinical 

outcomes
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Radiomic signatures
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Low variance filter

Data normalization

Study of dataset 
variances

Selecting the cutting 
threshold

Pearson’s correlation 
matrix

Selection of most 
correlated pair of 

features

Factor analysis: 
Varimax rotation

The rotation maximizes 
squared variances of 

weights
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Outcomes prediction
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Image-based signature

Conclusions

Image-based patient clustering
K-means algorithm (number of clusters= 2)

Overall survival
Kaplan-Meier Curve (Survival Analysis)

9 months

Mean (days) IQR (days)

252 40

415 86

• Image-based signatures combined with data-

driven unsupervised learning techniques can

be a potential methodology for the

classification of DIPG patients in terms of their

overall survival.
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Visual analysis of
outcome predictions
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Key Aspects

• Model to model comparison

• Confidence of each models predictions and

its relevant features

Visualization

• Patient to Patient / Cohort comparison

• Comparative view of real/predicted outcomes

1. Density distribution of clinical endpoints

with its corresponding probability error

(per bin)

2. Feature Explainability (Shap value)

3. Linked glyph preview feature distribution

1

2
3
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AI explicability
and interpretability

17/total

Analysis per neuron

Neural Network Convolutional Neural Network

Gradient-weighted Class 
Activation Mapping (Grad-CAM)

Original 
image

Grad-CAM
Overlay
mapping
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Implementation
in clinical practice
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• Adoption of AI solutions in routine clinical practice

• Continuous and Iterative Learning

• Lifetime adaptive monitoring in the real world

• Improved accuracy in treatment decision

https://future-ai.eu/

Human-In-The-Loop (HITL)
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